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Introdução
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O impacto dos Grandes Modelos de Linguagem (LLMs)



Desafios Críticos e Limitações dos LLMs Atuais:

Altos Custos Computacionais 
Impacto Ambiental e Consumo Energético
Dependência de Fornecedor
Inviabilidade em Cenários de Borda 

Latência alta, dependência de conectividade e restrições de hardware local.
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O que são Small Language Models (SLMs)?

Modelos de Linguagem Otimizados, projetados com um número reduzido de
parâmetros para garantir eficiência sem exigir supercomputadores.

O Conceito é flexível
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Vantagens dos SLMs

Execução Local

Baixa Latência

Redução de Custos 

Privacidade e Segurança
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Desafios e Limitações Técnicas

Limitação de Raciocínio Profundo

Alucinações e Vieses

Página 8 de 59/66



Definições e Restrições do Escopo do Projeto

O Desafio da Multilinguagem
(Llama, Qwen e Phi)

Limitações de Hardware (4GB de VRAM)
(0.5 a 3B de parâmetros)
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Limitações dos LLMs
+

Baixo Custo dos SLMs
+

Limitações de Hardware
+

Conceito de Agentes de IA
+

A maioria dos estudos concentra-se no refinamento do
modelo isolado 
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= Construção de Agentes Autônomos usando
SLMs para resolver problemas reais

Página 11 de 59



Página 12 de 59



Página 13 de 59



Implementações

Os Casos de Uso
Agendamento de Horários de Reunião
Lista de Tarefas Seguindo Regras (Pomodoro)
Ler Documentos em Busca de Padrões de Interesse
Resposta Automatizada de Tarefas  de Alunos
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Agendamento de Horários de Reunião

Objetivo: Permitir agendamentos em linguagem natural

Abordagem:  Ao invés de um "super prompt", dividir (os dados) para
conquistar
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JSON
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Destaque:
qwen2.5:3B

Descoberta :
O sucesso com instruções imperativas explícitas no System Prompt.
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Lista de Tarefas Seguindo Regras (Pomodoro)

Objetivo: Receber, priorizar e alocar atividades na agenda seguindo
a técnica Pomodoro

Abordagem:  Agente de roteamento.
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Lista de Tarefas Seguindo Regras (Pomodoro)

Destaque:
Qwen2.5:3B (roteamento)
Llama3.2:3B (tradutor)

Descoberta:
A estratégia de redirecionamento reduziu a complexidade entregue
ao modelo e evitou a sobrecarga cognitiva do modelo
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Ler Documentos em Busca de Padrões de Interesse

Objetivo: Eliminar a necessidade de leitura manual
completa de documentos extensos

Abordagem:  Pré-filtragem via Código (Regex)
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Ler Documentos em Busca de Padrões de Interesse

Destaque:
Qwen2.5:3B 

Descoberta:
A pré-filtragem com Regex provou-se eficaz para contornar a
limitação física da janela de contexto (2048 tokens)

Foi necessário ajustar a temperatura do modelo para 0.3
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Resposta Automatizada de Tarefas de Acadêmicos

Objetivo: Conferência de entrega e a validação básica
do conteúdo de um trabalho acadêmico

Abordagem:  Os agentes atuam pontualmente como
validadores semânticos, alterando os metadados
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Resposta Automatizada de Tarefas de Acadêmicos

Destaque:
Qwen2.5:3B (confirmação)
Llama3.2:3B (validação)

Descoberta:
A estratégia de utilizar agentes para enriquecimento de metadados,
mantendo o controle de fluxo via programação tradicional, mostrou-
se eficaz.
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Resultados
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Qwen2.5:3B Phi3.2:8B

Llama3.2(1 a 3B)Qwen2.5 (0.5 e 1.5B)

Consistente
Atingiu a maioria dos objetivos

Alucina menos vezes
Uso Recomendado: Extração de texto e

acionamento de ferramentas
Prompt: Diretivo, claro e curto.

Não suportado para o hardware

Inconsistente
Dificuldade no uso de ferramentas

Alucina constantemente
Uso Recomendado: chat

Prompt: Tipo persona, com exemplos

Desempenho semelhante ao Llama, 
porém se mostrou mais precário

quanto a linguagem natural
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Obrigado
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